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Objective. To provide a practical guide to examination item writing, item statistics, and score adjust-
ment for use by pharmacy and other health professions educators.
Findings. Each examination item type possesses advantages and disadvantages. Whereas selected
response items allow for efficient assessment of student recall and understanding of content, con-
structed response items appear better suited for assessment of higher levels of Bloom’s taxonomy.
Although clear criteria have not been established, accepted ranges for item statistics and examination
reliability have been identified. Existing literature provides guidance on when instructors should
consider revising or removing items from future examinations based on item statistics and review,
but limited information is available on performing score adjustments.
Summary. Instructors should select item types that align with the intended learning objectives to be
measured on the examination. Ideally, an examination will consist of multiple item types to capitalize
on the advantages and limit the effects of any disadvantages associated with a specific item format.
Score adjustments should be performed judiciously and by considering all available item information.
Colleges and schools should consider developing item writing and score adjustment guidelines to
promote consistency.
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INTRODUCTION
The primary goal of assessment via examination is

to accurately measure student achievement of desired
knowledge and competencies, which are generally artic-
ulated through learning objectives.1,2 For students,
locally developed examinations convey educational con-
cepts and topics deemed important by faculty members,
which allows students to interact with those concepts and
receive feedback on the extent to which they have mas-
tered thematerial.3,4 For facultymembers, results provide
valuable insight into how students are thinking about
concepts, assist with identifying student misconceptions,
and often serve as the basis for assigning course grades.

Furthermore, examinations allow faculty members to
evaluate student achievement of learning objectives to

make informed decisions regarding the future use and

revision of instructional modalities.5,6

Written examinations may be effective assessment
tools if designed to measure student achievement of the

desired competencies in an effectivemanner.Quality items

(questions) are necessary for an examination to have re-

liability and to draw valid conclusions from the resulting

scores.7,8 Broadly defined, reliability refers to the extent to

which an examination or another assessment leads to con-

sistent and reproducible results, and validity pertains to

whether the examination score provides an accurate mea-

sure of student achievement for the intended construct (eg,

knowledge or skill domain).9,10 However, development of

quality examination items, notably multiple choice, can be

challenging; existing evidence suggests that a sizeable
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proportion of items within course-based examinations
contain one or more flaws.7,11While there are numerous
published resources regarding examination and item de-
velopment, most appear to be aimed towards those with
considerable expertise or significant interest in the subject,
such as scholars in educational psychology or related dis-
ciplines.2,8-11 Our goal in authoring this manuscript was to
provide an accessible primer on test item development for
pharmacy and other health professions faculty members.
As such, this commentary discusses published best prac-
tices and guidelines for test item development, including
different item types and the advantages and disadvantages
of each, item analysis for item improvement, and best
practices for examination score adjustments. A thorough
discussion of overarching concepts and principles related
to examination content development, administration, and
student feedback is contained in the companion commen-
tary article, “Best Practices on Examination Construction,
Administration, and Feedback.”12

General Considerations Before Writing Examination
Items

Planning is essential to the development of a well-
designed examination. Before writing examination items,
faculty members should first consider the purpose of the
examination (eg, formative or summative assessment)
and the learning objectives to be assessed. One systematic
approach is the creation of a detailed blueprint that out-
lines the desired content and skills to be assessed as well
as the representation and intended level(s) of student cog-
nition for each.12 This will help to determine not only the
content and number of items but also the types of items
that will be most appropriate.13,14 Moreover, it is impor-
tant to consider the level of student experience with de-
sired item formats, as this can impact performance.15

Students should be able to demonstrate what they have
learned, and performance should not be predicated upon
their ability to understand how to complete each item.16 A
student should be given formative opportunities to gain
practice and experience with various item formats before
encountering them on summative examinations, This
will enable students to self-identify any test-taking defi-
ciencies and could help to reduce test anxiety.17 Table 1
contains several recommendations for writing quality
items and avoiding technical flaws.

One of the most important principles when writing
examination items is to focus on essential concepts. Ex-
amination items should assess the learning objectives and
overarching concepts of the lesson, and test in a manner
that is in accordancewith how studentswill ultimately use
the information.18 Avoid testing on, or adding, trivial in-
formation to items such as dates or prevalence statistics,

which can cause construct-irrelevant variance in the ex-
amination scores (discussed later in this manuscript).
Similarly, because students carefully read and analyze
examination items, superfluous information diverts time
and attention from thoughtful analysis and can cause frus-
tration when students discover they could have answered
the item without reading the additional content.4,5,19 A
clear exception to this prohibition on extraneous informa-
tion relates to items that are intended to assess the stu-
dent’s ability to parse out relevant data in order to provide
or select the correct answer, as is done frequently with
patient care scenarios. However, faculty members should
be cognizant of the amount of time it takes for students to
read and answer complex problems and keep the overall
amount of information on an examinationmanageable for
reading, analysis, and completion.

Each item should test a single construct so that the
knowledge or skill deficiency is identifiable if a student
answers an item incorrectly. Additionally, each item
should focus on an independent topic and multiple items
should not be “hinged” together.4 Hinged items are in-
terdependent, such that student performance on the entire
item set is linked to accuracy on each one. This may occur
with a patient care scenario that reflects a real-life situa-
tion such as performing a series of dosing calculations.
However, this approach does not assess whether an initial
mistake and subsequent errors resulted from a true lack of
understanding of each step or occurred simply because a
single mistake was propagated throughout the remaining
steps. A more effective way to assess this multi-step pro-
cess would be to have them work through all steps and
provide a final answer (with or without showing their
work) as part of a single question, or to present them with
independent items that assess each step separately.

Examination Item Types
There is a variety of item types developed for use

within a written examination, generally classified as se-
lected response format, where students are provided a list
of possible answers, and constructed response format that
require students to supply the answer.4,19 Common
selected-response formats include multiple choice (true/
false, single best answer, multiple answer, and K-type),
matching, and hot spots. Constructed response formats
consist of fill-in-the-blank, short answer, and essay/open
response. Each format assesses knowledge or skills in a
unique way and has distinct advantages and disadvan-
tages, which are summarized in Table 2.20,21

The most commonly used item format for written
examinations is the multiple-choice question (MCQ),
which includes true-false (alternative-choice), one-best
answer (ie, standard MCQ), and multiple correct answer
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items (eg, select all that apply, K-type).4,19 True-false
items ask the examinee to make a judgment about a state-
ment, and are typically used to assess recall and compre-
hension.4 Each answer choice must be completely true or
false and should only test one dimension, which can be
deceptively challenging to write. Flawed true-false items
can leave an examinee guessing at what the item writer
intended to ask. Faculty members should not be tempted
to use true-false extensively as a means of increasing the
number of examination items to cover more content or to
limit the time needed for examination development. Al-
though an examinee can answer true-false items quickly
and scoring is straightforward, there is a 50% chance that
an examinee can simply guess the correct answer, which
leads to low item reliability and overall examination re-
liability. Not surprisingly, true-false questions are the

most commonly discarded type of item after review of
item statistics for standardized examinations.4 Though it
may take additional time to grade, a way to employ true-
false items that requires higher-order thinking is to have
the examinee identify, fix, or explain any statements
deemed “false” as part of the question.22

One-best-answer items (traditional MCQ) are the
most versatile of all test item types as they can assess
the test taker’s application, integration, and synthesis of
knowledge as well as judgment.23 In terms of design,
these items contain a stem and a lead-in followed by a
series of answer choices, only one of which is correct and
the other incorrect options serve as distractors. Sound
assessment practice for one-best-answer MCQs include:
using a focused lead-in, making sure all choices relate to
one construct, and avoiding vague terms. A simple means

Table 1. Guidelines That Reflect Best Practices for Writing Quality Test Items21-24

General

Avoid “hinged questions”—questions that rely on answer from previous question
Avoid extraneous material not needed to answer the question
Avoid opinion-based and trick items
Avoid providing clues to the correct answer within the question
Do not test on material deemed trivial (ie, not pertinent to the application of material learned)
Ensure wording and sentence structure is succinct, and is not ambiguous or confusing
Explicitly state the information you are seeking
Keep questions short and to the point
Paraphrase rather than using exact language from text or handout to avoid simple recall
Proofread to ensure that answers to one item are not provided elsewhere within the exam
Proofread exam for understandability and conflicts between questions
Use appropriate vocabulary (avoid colloquialisms or slang terms)
Use only official or commonly accepted abbreviations (ensure the student should know them)
Write items that have only one correct answer (except in cases where ‘select all’ is specified)

Tips Specifically for Multiple-Choice Questions
Question Stem
Avoid negative phrasing when possible (ie, use of ‘not’ or ‘except’)
Include the central idea within the stem (ie do not repeat central text in the choices)
Should be meaningful by itself (present the clear problem)
Should consist of a question or partial statement
Should not include too much background or superfluous information not needed to answer the question
Should stand alone (ie, may be answered by competent student without provided choices)

Multiple Choice Distractors
Arrange choices in logical order
Avoid ‘all of the above ‘or ‘none of the above’ or other types where partial knowledge may assist student in
determining the answer
Avoid giving clues to the right answer
Distribute correct options evenly over A, B, C, etc.
Grammar should be consistent with the stem
Make sure answers are plausible; the number of distractors (2, 3 or 4) is not as important
Make sure that only one choice is the right answer
Must be mutually exclusive (eg, number ranges do not overlap)
Should be clear and concise (avoid wordiness or variance in length)
Should be homogenous without obvious outliers in content
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of determining whether a lead-in is focused is to use the
“cover-the-options” rule: the examinee should be able to
read the stem and lead-in, cover the options, and be able to
supply the correct answer without seeing the answer
choices.4 The stem should typically be in the form of a
positive or affirmative question or statement, as opposed
to a negative one (eg, one that uses a word like “not,”
“false,” or “except”). However, negative items may be
appropriate in certain situations, such as when assessing
whether the examinee knows what not to do (eg, what
treatment is contraindicated). If used, a negative word
should be emphasized using one ormore of the following:
italics, all capital letters, underlining, or boldface type.

In addition to the stem and correct answer, careful
consideration should also be paid to writing MCQ dis-
tractors. Distractors should be grammatically consistent
with the stem, similar in length, and plausible, and should
not overlap.24 Use of “all of the above” and “none of the
above” should be avoided as these options decrease the
reliability of the item.25 As few as two distractors are
sufficient, but it is common to use three to four. Deter-
mining the appropriate number of distractors depends
largely on the number of plausible choices that can be
written. In fact, evidence suggests that using four or more
options rather than three does not improve item perfor-
mance.26Additionally, a desirable trait of any distractor is
that it should appeal to low-scoring students more than to
high-scoring students because the goal of the examination
is to differentiate students according to their level of
achievement (or preparation) and not their test-taking
abilities.27

Multiple-answer, multiple-response, or “select all
that apply” items are composed of groups of true-false
statements nested under a single stem and require the
test-taker to make a judgment on each answer choice,
and may be graded using partial credit or an “all or noth-
ing” requirement.4 A similar approach, known as K-type,
provides the individual answer choices in addition to var-
ious combinations (eg, A and B; A and D; B, C, and E).
Notably, K-type items tend to have lower reliability than
“select all that apply” items because of the greater likeli-
hood that an examinee can guess the correct answer
through a process of elimination; therefore, use of K-type
items is generally not recommended.4,24 Should a faculty
member decide to use K-type items, we recommend that
they include at least one correct answer and one incorrect
answer. Otherwise, examinees are apt to believe it is a
“trick” question, as they may find it unlikely that all
choices are either correct or incorrect. Faculty members
should also be careful not to hinge the answer choices
within a multiple-answer item; the examinee should be
required to evaluate each choice independently.

Matching and hot-spot items are two additional forms of
selected-response items, and although they are used less fre-
quently, their complexity may offer a convenient way to as-
sess an examinee’s grasp of key concepts.28 Matching items
canassessknowledgeandsomecomprehension if constructed
appropriately. In these items, thestemis inonecolumnand the
correct response is in a second column. Responses may be
used once or multiple times depending on item design. One
advantage to matching items is that a large amount of knowl-
edge may be assessed in a minimum amount of space.More-
over, instructor preparation time is lower compared to the
other item types presented above. These aspects may be par-
ticularly important when the desired content coverage is sub-
stantial, or thematerial containsmany facts that studentsmust
commit to memory. Brevity and simplicity are best practices
whenwritingmatching items.Each itemstemshouldbe short,
and the list of items should be brief (ie, no more than 10-15
items). Matching items should also contain items that share
the same foundation or context and are arranged in a system-
atic order, and clear directions should be provided as to
whether answers are to be used more than once.

Hot spot items are technology-enhanced versions of
multiple-choice items. These items allow students to click
areas on an image (eg, identify an anatomical structure or
a component of a complex process) and select one ormore
answers. The advantages and disadvantages of hot spots
are similar to those of multiple-choice items; however,
there are minimal data currently available to guide best
practices for hot spot item development. Additionally,
they are only available through certain types of testing
platforms, which means not all faculty members may
have access to this technology-assisted item type.29

Some educators suggest that performance on MCQs
and other types of selected response items is artificially
inflated as examinees may rely on recognition of the infor-
mation provided by the answer choices.11,30 Constructed-
response items such as fill-in-the-blank (or completion),
short answer, and essaymay provide amore accurate assess-
ment of knowledge because the examinee must construct or
synthesize their ownanswers rather than selecting themfrom
a list.5 Fill-in-the-blank (FIB) items differ from short answer
and essay items in that they typically require only one- or
two-word responses. These items may be more effective to
minimize guessing compared to selected response items.
However, compared to short answer and essay items, devel-
oping FIB items that assess higher levels of learning can be
challenging because of the limited number of words needed
to answer the item.28 Fill-in-the-blank items may require
some degree of manual grading as accounting for the exact
answers students provide or for such nuances as capitaliza-
tion, spacing, spelling, or decimal places may be difficult
when using automated grading tools.
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Short-answer items have the potential to effectively
assess a combination of correct and incorrect ideas of a
concept and measure a student’s ability to solve problems,
apply principles, and synthesize information.10 Short-
answer items are also straightforward to write and can re-
duce student cheating because they are more difficult for
other students to view and copy.31 However, results from
short-answer items may have limited validity as the exam-
inee may not provide enough information to allow the in-
structor to fully discern the extent to which the student
knows or comprehends the information.4,5 For example,
a student may misinterpret the prompt and only provide
an answer that tangentially relates to the concept tested, or
because of a lack of confidence, a student may not write
about an area he or she is uncertain about.5 Gradingmust be
accomplished manually in most cases, which can often be a
deterrent to using this item type, and may also be inconsis-
tent from rater to rater without a detailed key or rubric.10,28

Essay response items provide the opportunity for
faculty members to assess and students to demonstrate
greater knowledge and comprehension of course material
beyond that of other item formats.10 There are two pri-
mary types of essay item formats: extended response and
restricted response. Extended response items allow the
examinee complete freedom to construct their answer,
which may be useful for testing at the synthesis and eval-
uation levels of Bloom’s taxonomy. Restricted response
provides parameters or guides for the response, which
allows for more consistent scoring. Essay items are also
relatively easy for faculty members to develop and often
necessitate that students demonstrate critical thinking as
well as originality. Disadvantages include being able to
assess only a limited amount of material because of the
time needed for examinees to complete the essay, de-
creased validity of examination score interpretations if
essay items are used exclusively, and substantial time re-
quired to score the essays. Moreover, as with short an-
swer, there is the potential for a high degree of subjectivity
and inconsistency in scoring.9,11

Important best practices in constructing an essay
item are to state a defined task for the examinee in the
instructions, such as to compare ideas, and to limit the
length of the response. The latter is especially important
on an examination with multiple essay items intended to
assess awide array of concepts. Another recommendation
is for faculty members to have a clear idea of the specific
abilities theywish for students to demonstrate beforewrit-
ing an item. A final recommendation is for faculty mem-
bers to develop a prompt that creates “novelty” for
students so that they must apply knowledge to a new
situation.10 One of two methods is usually employed in
evaluating essay responses: an analytic scoring model,

where the instructor prepares an ideal answer with the
major components identified and points assigned, or a
holistic approach in which the instructor reads a student’s
entire essay and grades it relative to other students’ re-
sponses.28,30 Analytic scoring is the preferred method
because it can reduce subjectivity and thereby lead to
greater score reliability.

Literature on Item Types and Student Outcomes
There are limited data in the literature comparing stu-

dent outcomes by item type or number of distractors. Hub-
bard and colleagues conducted a cross-over study to
identify differences in multiple true-false and free-
response examination items.5 The study found that while
correct response rates correlated across the two formats, a
higher percentage of students provided correct responses to
themultiple true-false items than to the free response ques-
tions. Results also indicated that a higher prevalence of
students exhibited mixed (correct and incorrect) concep-
tions on the multiple true-false items vs the free-response
items, whereas a higher prevalence of students had partial
(correct and unclear) conceptions on free-response items.
This study suggests that multiple-true-false responses may
direct students to specific concepts but obscure their criti-
cal thinking. Conversely, free-response itemsmay provide
more critical-thinking assessment while at the same time
offering limited information on incorrect conceptions. The
limitations of both item types may be overcome by alter-
nating between the two within the same examination.5

In 1999, Martinez suggested that multiple-choice
and constructed-response (free-response items) differed
in cognitive demand as well as in the range of cognitive
levels they were able to elicit.32 Martinez notes the in-
herent difficulty in comparing the two item types because
of the fact that each may come in a variety of forms and
cover a range of different cognitive levels. Nonetheless,
he was able to identify several consistent patterns
throughout the literature. First, both types may be used
to assess information recall, understanding, evaluating,
and problem solving, but constructed response are better
suited to assess at the level of synthesis. Second, although
theymay be used to assess at higher levels, mostmultiple-
choice items tend to assess knowledge and understanding
in part because of the expertise involved in writing valid
multiple-choice items at higher levels. Third, both types
of items are sensitive to examinees’ personal characteris-
tics that are unrelated to the topic being assessed, and
these characteristics can lead to unwanted variance in
scores. One such characteristic that tends to present issues
for multiple-choice items more so than for constructed-
response items is known as “testwiseness,” or the skill
of choosing the right answers without having greater
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knowledge of the material than another, comparable stu-
dent. Another student characteristic that affects student
performance is test anxiety, which is often of greater con-
cern when crafting constructed-response items than mul-
tiple-choice items. Finally, Martinez concludes that
student learning is affected by the types of items used
on examinations. In other words, students study and learn
material differently depending on whether the examina-
tion will be predominantly multiple-choice items, con-
structed response, or a combination of the two.

In summary, the number of empirical studies looking
at the properties, such as reliability or level of cognition,
and student outcomes on written examinations based
upon use of one item type compared to another is cur-
rently limited. The few available studies and existing the-
ory suggest the use of different item types to assess
distinct levels of student cognition. In addition to the con-
sideration of intended level(s) of cognition to be assessed,
each item type has distinct advantages and disadvantages
regarding the amount of faculty preparation and grading
time involved, expertise required to write quality items,
reliability and validity, and student time required to an-
swer. Consequently, a mixed approach that makes use of
multiple types of itemsmay bemost appropriate formany
course-based examinations. Faculty members could, for
example, include a series of multiple-choice items, sev-
eral fill-in-the-blank and short answer items, and perhaps
several essay items. In this way, the instructor can take
advantage of each item type while avoiding one or a few
perpetual disadvantages associated with a type.

Technical Flaws in Item Writing
There are common technical flaws that may occur

when examination items of any type do not follow pub-
lished best practices and guidelines such as those shown
in Table 1. Item flaws introduce systematic errors that
reduce validity and can negatively impact the perfor-
mance of some test takers more so than others.7 There
are two categories of technical flaws: irrelevant difficulty
and “test-wiseness.”4 Irrelevant difficulty occurs when
there is an artificial increase in the difficulty of an item
because of flaws such as options that are too long or com-
plicated, numeric data that are not presented consistently,
use of “none of the above” as an option, and stems that are
unnecessarily complicated or negatively phrased.2,12

These and other flaws can add construct-irrelevant vari-
ance to the final test scores because the item is challenging
for reasons unrelated to the intended construct (knowl-
edge, skills, or abilities) to be measured.33 Certain groups
of students, for example, those who speak English as a
second language or have lower reading comprehension
ability, may be particularly impacted by technical flaws,

leading to irrelevant difficulty. This “contaminating influ-
ence” serves to undermine the validity of interpretations
drawn from examination scores.

Test-wise examinees are more perceptive and confi-
dent in their test-taking abilities compared to other exam-
inees and are able to identify cues in the item or answer
choices that “give away” the answer.4 Such flaws reward
superior test-taking skills rather than knowledge of the
material. Test-wise flaws include the presence of gram-
matical cues (eg, distractors having different grammar
than the stem), grouped options, absolute terms, correct
options that are longer than others, word repetition be-
tween the stem and options, and convergence (eg, correct
answer includes the most elements in common with the
other options).4 Because of the potential for these and
other flaws, the authors strongly encourage faculty mem-
bers review Table 1 or the list of item-writing recommen-
dations developed by Haladyna and colleagues when
preparing examination items.24 Faculty members should
consider asking a colleague to review their items prior to
administering the examination as an additional means of
identifying and correcting flaws and providing some as-
surance of content-related validity, which aims to deter-
mine whether the test content covers a representative
sample of the knowledge or behavior to be assessed.34

For standardized or high-stakes examinations, a much
more rigorous process of gathering multiple types of
validity evidence should be undertaken; however, this is
neither required nor practical for the majority of course-
based examinations.15 Conducting an item analysis after
students have completed the examination is important as
this may identify flaws that may not have been clear at the
time the examination was developed.

Overview of Item Analysis
An important opportunity for faculty learning, improve-

ment, and self-assessment is a thorough post-examination
review in which an item analysis is conducted. Electronic
testing platforms that present item and examination sta-
tistics are widely available, and faculty members should
have a general understanding of how to interpret and ap-
propriately use this information.35 Item analysis is a pow-
erful tool that, if misunderstood, can lead to inappropriate
adjustments following delivery and initial scoring of the
examination. Unnecessarily removing or score-adjusting
items on an examination may produce a range of undesir-
able issues including poor content representation, student
entitlement, grade inflation, and failure to hold students
accountable for learning challenging material.

One of the most widely used and simplest item sta-
tistics is the item difficulty index (p), which is expressed
as the percent of students who correctly answered the
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item.10 For example, if 80% of students answered an item
correctly, p would be 0.80. Theoretically, p can range
from 0 (if all students answered the item incorrectly) to
1 (if all students answered correctly). However, Haladyna
and Downing note that because of students guessing, the
practical lower bound of p is 0.25 rather than zero for a
four-option item, 0.33 for a three-option item, and so
forth.27 Item difficulty and overall examination difficulty
should reflect the purpose of the assessment. A compe-
tency-based examination, or one designed to ensure that
students have a basic understanding of specific content,
should contain items that most students answer correctly
(high p value). For course-based examinations, where the
purpose is usually to differentiate between students at
various levels of achievement, the items should range in
difficulty so that a large distribution of student total scores
is attained. In other words, little information is obtained
about student comprehension of the content if most items
were extremely difficult (eg, p,.30) or easy (eg, p..90).
For quality improvement, it is just as important to evalu-
ate items that nearly every student answers correctly as
those with a low p. In reviewing p values, one should also
consider the expectations for the intended outcome of
each item and topic, which can be anticipated through
use of careful planning and examination blueprinting as
noted earlier. For example, some key concepts that the
instructor emphasizes many times or that require simple
recallmay lead tomost students answering correctly (high
p), which may be acceptable or even desirable.

A second common measure of item performance is
the item discrimination index (d), which measures how
well an item differentiates between low- and high-per-
forming students.36 There are several different methods
that can be used to calculate d, although it has been shown
thatmost produce comparable results.34 One approach for
calculating d when scoring is dichotomous (correct or
incorrect) is to subtract the percentage of low-performing
students who answered a given item correctly from the
percentage of high-performing students who answered
correctly. Accordingly, d ranges from -1 to 11, where a
value of 11 represents the extreme case of all high-
scorers answering the item correctly and all low-scorers
incorrectly, and -1 represents the case of all high-scorers
answering incorrectly and low-scorers correctly.

How students are identified as either “high perform-
ing” or “low performing” is somewhat arbitrary, but the
most widely used cutoff is the top 27% and bottom 27% of
students based upon total examination score. This practice
stems from the need to identify extreme groups while hav-
ing a sufficient number of cases in each group. The 27%
represents the location on the normal curve where these
two criteria are approximately balanced.34 However, for

very small class sizes (about 50 or fewer), defining the
upper and lower groups using the 27% rule may still lead
to unreliable estimates for item discrimination.38 One op-
tion for addressing this issue is to increase the size of the
high- and low-scoring groups to the upper and lower 33%.
In practice, this may not be feasible as faculty members
may be limited by the automated output of an examination
platform, and we suspect most faculty members will not
have the time to routinely perform such calculations by
hand or using another platform. Alternatively, one can
calculate (or refer to the examination output if available)
a phi (f) or point biserial (PBS) correlation coefficient
between each student’s response on an item and overall
performance on the examination.34 Regardless of which of
these calculation methods is used, the interpretation of d is
the same. For all items on a commercial, standardized ex-
amination, p should be at least 0.30; however, for course-
based assessments it should at least exceed 0.15.36,37 A
summary of the definitions and use of different item sta-
tistics, including difficulty and discrimination, as well
as exam reliability measures is found in Table 3.

Another key factor used in diagnosing item perfor-
mance, specifically on multiple-choice items, is the num-
ber of students who selected each possible answer.
Answer choices that few or no students selected do not
add value and need revision or removal from future iter-
ations of the examination.38 Additionally, an incorrect
answer choice that was selected as often as (or more often
than) the correct answer could indicate an issue with item
wording, the potential of more than one correct answer
choice, or even miscoding of the correct answer choice.

Examination Reliability
Implications for the quality of each individual exam-

ination item extend beyond whether it provides a valid
measure of student achievement for a given content area.
Collectively, the quality of items affects the reliability
and validity of the overall examination scores. For this
reason and the fact that many existing electronic testing
platforms provide examination reliability statistics, the
authors have identified that a brief discussion of this topic
is warranted. There are several classic approaches in the
literature for estimating the reliability of an examina-
tion, including test-retest, parallel forms, and subdivided
test.37 Within courses, the first two are rarely used as they
require multiple administrations of the same examination
to the same individuals. Instead, one or multiple variants
of subdivided test reliability are used, most notably split-
half, Kuder-Richardson, or Cronbach alpha. As the name
implies, split-half reliability involves the division of ex-
amination items into equivalent halves and calculating the
correlation of student scores between the two parts.38 The
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purpose is to provide an estimate of the accuracy with
which an examinee’s knowledge, skills, or traits are mea-
sured by the test. Several formulas exist for split-half, but
the most common involves the calculation of a Pearson
bivariate correlation (r).37 Several limitations exist for
split-half reliability, notably the use of a single instrument
and administration as well as sensitivity to speed (timed
examinations), both of which can lead to inflated reliabil-
ity estimates.

The Kuder-Richardson formula, or KR20, was devel-
oped as a measure of internal consistency of the items on a
scale or examination. It is an appropriate measure of re-
liability when item answers are dichotomous and the ex-
amination content is homogenous.38 When examination
items are ordinal or continuous, Cronbach alpha should
be used instead. The KR20 and alpha can range from 0 to
1, with 0 representing no internal consistency and values
approaching 1 indicating a high degree of reliability. In
general, a KR20 or alpha of at least 0.50 is desired, and
most course-based examinations should range between
0.60 and 0.80.39,40 TheKR20 and alpha are both dependent
upon the total number of items, standard deviation of total
examination scores, and the discrimination of items.9 The
dependence of these reliability coefficients on multiple
factors suggests there is not a set minimum number of
items needed to achieve the desired reliability. However,
the inclusion of additional items that are similar in quality

and content to existing items on an examination will gen-
erally improve examination reliability.

As noted above, KR20 and alpha are sensitive to ex-
amination homogeneity, meaning the extent to which the
examination is measuring the same trait throughout. An
examination that contains somewhat disparate disciplines
or content may produce a low KR20 coefficient despite
having a sufficient number of well-discriminating items.
For example, an examination containing 10 items each for
biochemistry, pharmacy ethics, and patient assessment
may exhibit poor internal consistency because a student’s
ability to perform at a high level in one of these areas is not
necessarily correlated with the student’s ability to perform
well in the other two. One solution to this issue is to divide
such an examination into multiple, single-trait assess-
ments, or simply calculate the KR20 separately for items
measuring each trait.36 Because of the limitations of KR20
and other subdivided measures of reliability, these coeffi-
cients should be interpreted in context and in conjunction
with item analysis information as a means of improving
future administrations of an examination.

Another means of examining the reliability of an
examination is using the standard error of measurement
(SEM) of the scores it produces.34 From classical test
theory, it is understood that no assessment can per-
fectly measure the desired construct or trait in an individ-
ual because of various sources of measurement error.

Table 3. Definitions of Item Statistics and Examination Reliability Measures to be Used to Ensure Best Practices in Examination
Item Construction18-25,41

Index Name
Range of
Values Description

Item difficulty (p) 0 to 1.0 The percentage or proportion of students answering an item correctly. Items should
generally have a p between 0.60 and 0.90 to avoid being overly difficult or easy.

Item discrimination (d) -1.0 to 1.0 Determines how well an item discriminates between high and low scorers on the
examination. The goal is to have items with high discrimination (d . 0.15).

Split-half reliability -1.0 to 1.0 Measure of reliability involving the splitting of an examination into equivalent halves and
calculating the correlation between examinees’ scores on the two halves. The closer an
examination’s split-half coefficient is to 1.0, the more reliable it is considered to be.

Cronbach’s alpha 0 to 1.0 Measure of reliability of an examination providing an estimate of the consistency of an
individual’s performance from item to item. Equivalent to the mean of all split-half
reliability coefficients for an examination. Appropriate for use with examinations
containing items with ordinal or continuous scales. Course-based examinations should
generally range from a 5 0.60 to 0.80.

(a)

Kuder-Richardson
formula

0 to 1.0 Measure of internal consistency of an examination that represents a special case of
Cronbach alpha where items are binary (eg, correct or incorrect). Course-based
examinations should generally range from a 5 0.60 to 0.80.(KR20)

Standard error of
measurement (SEM)

0 to SD Measure of examination score reliability that can be calculated using the standard
deviation of examinees’ total test scores and the reliability coefficient. Provides an
estimate of the precision of obtained scores. Lower SEM is desired, with an ideal SEM
approaching 0. Should not be used to compare reliability between different
examinations due to differences in properties, including scale.
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Conceptually, if the same assessment were to be admin-
istered to the same student 100 times, for example, nu-
merous different scoreswould be obtained.41 Themean of
these 100 scores is assumed to represent the student’s true
score, and the standard deviation of the assessment scores
would bemathematically equivalent to the standard error.
Thus, a lower SEM is desirable (0.0 is the ideal standard)
as it leads to greater confidence in the precision of the
measured or observed score.

In practice, the SEM is calculated for each individual
student’s score using the standard deviation of test scores
and the reliability coefficient, such as the KR20 or Cron-
bach alpha. Assuming the distribution of test scores is
approximately normal, there is a 68% probability that a
student’s true score is within 61 SEM of the observed
score, and a 95% probability that it is within62 SEM of
the observed score.9 For example, if a student has a mea-
sured score of 80 on an examination and the SEM is 5,
there is a 95% probability that the student’s true score is
between 70 and 90. Although SEM provides a useful
measure of the precision of the scores an examination
produces, a reliability coefficient (eg, KR20) should be
used for the purpose of comparing one test to another.10

Post-examination Item Review and Score Adjustment
Faculty members should review the item statistics

and examination reliability information as soon as it is
available and, ideally, prior to releasing scores to stu-
dents. Review of this information may serve to both
identify flawed items that warrant immediate attention,

including any that have been miskeyed, and those that
should be refined or removed prior to future administra-
tions of the same examination. When interpreting p and
d, the instructor should follow published guidelines but
avoid setting any hard “cutoff” values to remove or score-
adjust items.39 Another important consideration in the
interpretation of item statistics is the length of the exam-
ination. For an assessment with a small number of items,
the item statistics should not be used because students’
total examination scoreswill not be very reliable.42More-
over, interpretation and use of item statistics should be
performed judiciously, considering all available informa-
tion before making changes. For example, an item with a
difficulty of p5.3, which indicates only 30% of students
answered correctly, may appear to be a strong candidate
for removal or adjustment. This may be the case if it also
discriminated poorly (eg, if d 5-0.3). In this case, few
students answered the item correctly and low scorerswere
more likely than high scorers to do so, which suggests a
potential flaw with the item. It could indicate incorrect
coding of answer choices or that the itemwas confusing to
students and those who answered correctly did so by
guessing. Alternatively, if this same item had a d 5 0.5,
the instructormight not remove or adjust the item because
it differentiated well between high- and low-scorers, and
the low p may simply indicate that many students found
the item or content challenging or that less instructionwas
provided for that topic. Item difficulty and discrimination
ranges are provided in Table 4 along with their interpre-
tation and general guidelines for item removal or revision.

Table 4. Recommended Interpretations and Actions Using Item Difficulty and Discrimination Indices to Ensure Best Practices in
Examination Item Construction 36

Difficulty
(p)

Discrimination
(d) Interpretation Comment

,.60 ,0.15 Difficult item with poor
discrimination

Verify answers have been keyed correctly. If no key error,
consider removing item.

,.60 $0.15 Difficult item with high
discrimination

Retain item. Note that a large number of items in this range will
lead to an examination with great total score variance but low- to
mid-range scores.

.60 to .90 # 0 Moderate to low difficulty item
with negative discrimination

Verify answers have been keyed correctly. If no key error,
consider removing item.

.60 to .90 0,d,0.15 Moderate to low difficulty item
with low discrimination

Retain item but consider revising for future administrations
of the examination.

.60 to .90 .0.15 Moderate to low difficulty item
with high discrimination.

Retain. This is the ideal item range into which most
examination questions should be located.

..90 Disregard Low difficulty item Retain item but consider revising for future administrations
of the examination, unless you intend for all students to
know the answer to this question (eg, simple recall of a fact, easy
calculation). Note that a large number of items with
d.0.90 will lead to an examination with low total score variance
and high average scores.
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In general, instructors should routinely review all
items with a p,.5-.6.38,43 In cases where the answer
choices have been miscoded (eg, one or more correct re-
sponses coded as incorrect), the instructor should simply
recode the answer key to award credit appropriately. Such
coding errors can generally be identified through exami-
nation of both the item statistics and frequency of student
responses for each answer option. Again, this type of
adjustment does not present any ethical dilemmas if per-
formed before students’ scores are released. In other
cases, score adjustment may appear less straightforward
and the instructor has several options available (Table 4).
A poorly performing item, identified as one having both a
low p (,.60) and d (,.15), is a possible candidate for
removal because the item statistics suggest those students
who answered correctly most likely did so by guessing.38

This approach, however, has drawbacks because it de-
creases the denominator of points possible and at least
slightly increases the value of those remaining. A similar
adjustment is that the instructor could award full credit for
the item to all students, regardless of their specific re-
sponse. Alternatively, the instructor could retain the
poorly performing item and award partial credit for some
answer choices or treat it as a bonus. Depending upon the
type and severity of the issue(s) with the item, either
awarding partial credit or bonus points may be more de-
sirable than removing the item from counting towards
students’ total scores because these solutions do not take
away points from those who answered correctly. How-
ever, these types of adjustments should only be donewhen
the item itself is not highly flawed butmore challenging or
advanced than intended.38 For example, treating an item
as a bonus might be appropriate when p#.3 and d$ 0.15.

As a final comment on score adjustment, faculty
members should note that course-based examinations
are likely to contain quite a few flawed items. A study
of basic science examinations in a Doctor of Medicine
program determined that between 35% and 65% of items
contained at least one flaw.7 This suggests that faculty
members will need to find a healthy balance between pro-
viding score-adjustments on examinations out of fairness
to their students and maintaining the integrity of the ex-
amination by not removing all flawed items. Thus, we
suggest that examination score adjustments bemade spar-
ingly.

Regarding revision of items for future use, the same
guidelines discussed above and presented in Table 4 hold
true. Item statistics are an important means of identifying
and therefore correcting item flaws. The frequency with
which answer options were selected should also be
reviewed to determine which, if any, distractors did not
perform adequately. Haladyna and Downing noted that

when less than 5% of examinees select a given distractor,
the distractor probably only attracted random guessers.26

Such distractors should be revised, replaced, or removed
altogether. As noted previously, including more options
rarely leads to better item performance, and the presence
of two or three distractors is sufficient. Examination re-
liability statistics (the KR20 or alpha) do not offer suffi-
cient information to target item-level revisions, but may
be helpful in identifying the extent to which item flaws
may be reducing the overall examination reliability. Ad-
ditionally, the reliability statistics can point toward the
presence of multiple constructs (eg, different types of
content, skills, or abilities), which may not have been
the intention of the instructor.

In summary, instructors should carefully review all
available item information before determiningwhether to
remove items or adjust scoring immediately following an
examination and consider the implications for students
and other instructors. Each school may wish to consider
developing a common set of standards or bet practices to
assist their faculty members with these decisions. Exam-
ination and item statistics may also be used by faculty
members to improve their examinations fromyear to year.

CONCLUSION
Assessment of student learning through examination

is both a science and an art. It requires the ability to orga-
nize objectives and plan in advance, the technical skill of
writing examination items, the conceptual understanding
of item analysis and examination reliability, and the re-
solve to continually improve one’s role as a professional
educator.
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